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ABSTRACT
Estimating the dynamic powers is crucial for power and en-
ergy efficient chip designs. With increasing variability from
manufacture processes, dynamic powers can manifest sig-
nificant variations due to uncertainties in device geometry
and delay variations. In this paper, we propose a new sta-
tistical dynamic power estimation method considering the
spatial correlation in process variation. We first show that
channel length variation have significant impacts on the dy-
namic power of a gate. To consider the spatial correlation of
channel length variation, we adopt a newly proposed spatial
correlation model where a new set of uncorrelated variables
are defined over virtual grids to represent the original phys-
ical random variables by least-square fitting. To compute
the statistical dynamic power of a gate on the new set of
variables, the new method applies the orthogonal polyno-
mials based method. We use the segment-based statistical
power method to consider impacts of the glitch variations on
dynamic powers. The orthogonal polynomial of a statistical
gate power is computed based on switching segment proba-
bilities. The total full chip dynamic power expressions are
then computed by summing up resulting orthogonal poly-
nomials (their coefficients). Experimental results show that
the proposed method has about 53X speedup over recent-
ly proposed statistical dynamic power analysis method and
many orders of magnitudes over the Monte Carlo method.

1. INTRODUCTION
It is well accepted that the process-induced variability has

huge impacts on the circuit performance in the sub-90nm
VLSI technologies. The variational consideration of process
has to be assessed in various VLSI design steps to ensure ro-
bust circuit design. Process variations consist of both inter-
die ones, which affect all the devices on the same chip in the
same way, and intra-die ones, which represent variations of
parameters within the same chip. These include spatially
correlated variations and purely independent or uncorrelat-
ed variations. Spatial correlation describes the phenomenon
that devices close to each other are more likely to have sim-
ilar characteristics than when they are far apart. It was
shown that variations in the practical chips in nanometer
range are spatially correlated [22]. Simple assumption of
independence for involved random variables can lead to sig-
nificant errors.

One great challenge from aggressive technology scaling is
the increasing power consumption, which has become a ma-
jor issue in VLSI design. And the variations in process pa-
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rameters and timing delays result in variations in power con-
sumption. Many statistical leakage power analysis methods
have been proposed to handle both inter-die and intra-die
process variation considering spatial variation [3, 11, 19, 23].
However, the problem is far from being solved for dynamic
power estimation.

Dynamic power for a digital circuit in general is expressed
as follows,

Pdyn =
1

2
fclkV

2
dd

n∑
j=1

CjSj (1)

where n is the number of gates on chip, fclk is clock frequen-
cy, Vdd is the supply voltage, Cj is the sum of load capac-
itance and equivalent short-circuit capacitance at node j,
and Sj is the switching activity for gate j. This expression
however, does not give explicit impacts of effective chan-
nel length (Leff ) and gate oxide thickness (Tox) of the gate
on the dynamic power. In the work of [10], Leff and Tox
are proved to have the most impact on gate dynamic power
consumption. Fig. 1 shows dynamic power variations due to
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Figure 1: The dynamic power versus effective chan-
nel length for an AND2 gate in 45nm technology.
(70ps active pulse as partial swing, 130ps active
pulse as full swing)

different effective channel length for an AND2 gate in 45nm
technology. It can be seen that channel length of a gate has
a significant impact on its dynamic power.

In this paper, we propose to develop a more efficient sta-
tistical dynamic power estimation method considering chan-
nel length variations with spatial correlation and gate oxide
thickness variations, which is not considered in the exist-
ing works. The new dynamic power analysis method ex-
plicitly considers the spatial correlations and glitch width
variations on a chip. The new method follows the segment-
based statistical power analysis method [7], where dynamic
power is estimated based on the switching period instead
of switching events to accommodate the glitch width varia-
tions. To consider the spatial correlation of channel length,
we set up a set of uncorrelated variables over virtual grids
to represent the original physical random variables via fit-
ting. In this way, O(n2) time complexity for computing the
variances can be reduced to linear time complexity(n is the
number of gates in the circuit). The algorithm works for
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both strong and weak correlations. Furthermore, a look-up
table (LUT) is created to cache statistical information for
each type of gate to avoid running SPICE repeatedly. The
proposed method has no restrictions on models of statisti-
cal distributions for dynamic powers. Experimental results
show that the proposed method has 53X speedup over re-
cently proposed method [7] and many orders of magnitudes
over the Monte Carlo method.

2. PRIORWORKS

2.1 Existing relevant works
Many works on dynamic power analysis have been pro-

posed in the past. Monte Carlo based simulation was pro-
posed in [2] where the circuit is simulated for a large number
of input vectors to gain statistics for average power. Later,
probabilistic methods for power estimation were proposed
and widely used [6,9,13,14,21] because statistical estimates
can be obtained without time-consuming exhaustive sim-
ulation. In [14], the concept of probability waveforms is
proposed to estimate the mean and variance of the current
drawn by each circuit node. In [13], the notion of transi-
tion density is introduced and they are propagated through
combinational logic modules without regard to their struc-
ture. However, the author did not consider the inner signal
correlation, thus the algorithm is only applicable to com-
binational circuits. Ghosh et al. [9] extended the transition
density theory to consider sequential circuits via the symbol-
ic simulation to calculate the correlations between internal
lines due to reconvergence. However, the performance of this
algorithm is restricted due to its memory space complexity.
In [6, 21], the authors used the tagged probabilistic simu-
lation(TPS) to model the set of all possible events at the
output of each circuit node and is more efficient compared
with [9] due to its effectiveness in computing the signal cor-
relation. The work [9] is based on zero-delay model and the
works [2,13,21] are based on real delay model. However, all
of them assume fixed delay model, which is no longer true
under process variation. At the same time, all the previous
works only consider full-swing transition and partial-swing
effects are not well accounted for.

Recently, several approaches have been proposed for fast
statistical dynamic power estimation [1,5,7,10,12,17]. Alexan-
der et al. [1] proposed to consider the delay variations and
glitches for estimation dynamic powers. With efficient sim-
ulation of input vectors, this algorithm has a linear time
complexity. But the variation model is quite simple as on-
ly minimum and maximum bounds for delay were obtained,
and partial swings are not considered. Pilli et al. [17] pre-
sented another approach, which divides the clock cycle into
a number of time slots and the transition density is comput-
ed for each slot, but only mean value of dynamic power can
be estimated. In [12], the authors used supergate and timed
Boolean functions to filter glitches and consider signal cor-
relations due to re-convergent fanouts, but failed to consider
the correlations including placement information. Chou et
al. [5] used probabilistic delay model based on Monte Car-
lo simulation technique for dynamic power estimation, also
lacks the considerations including placement information.
Harish et al. [10] used hybrid power model based on Monte
Carlo analysis, the method is only applied to a small two-
stage 2-input NAND gate, however, for large circuits, Monte
Carlo simulation can be really time consuming.

2.2 Segment-based power estimation method
Dinh et al. [7] recently proposed a method not based on

the fixed delay gate model to consider the partial-swing ef-
fect as well as the effect of process variation.

To accurately estimate the dynamic power in the presence
of process variation, the work in [7] introduces the transi-
tion waveform concept, which is similar to the probability

waveform [14] or tagged waveform [6] concepts except that
variance of the transition time is introduced. Specifically, a
transition wave consists of set of transition event, which is a
triplet (p, t, δt) where p is the probability for the transition
to occur, t is the mean time of the transition and δt is the
standard deviation of the transition time. Fig. 2 shows an
example of transition waveform for a node.

Time

E1 E2 E3 E4 EmE5 ...

Figure 2: A transition waveform example
{E1, E2, ..., Em} for a node

The triplets are then propagated from the primary input-
s to the primary outputs and they are computed for every
node. In addition to propagating the switching probabili-
ties like tradition methods, this method also propagates the
variances along the signal paths, which is done in straight
forward way based on the second order moment matching.
The glitch filtering is also performed to ensure accuracy and
reduce the number of switches during the propagation.

Unlike the traditional power estimation methods in [6,14],
which count the transition times (or their probabilities), i.e.
edges in the transition waveform, to estimate the dynamic
power, the work in [7] proposed to count the transition seg-
ments (duration), which are pairs of two transition events
to take into account of the impacts of the different glitch
widths on the dynamic power consumption. For n transi-
tion events in transition waveform, the number of segments
is C2

n = n(n − 1)/2, which increases the complexity of the
computation compared to the edge-based method. Anoth-
er implication is traditional power edge-based consumption
formula (1) can’t be used any more. As a result, a look-up
table is built from the SPICE simulation results for different
glitch widthes. The total dynamic power for a gate is then
the probability-weighted average dynamic power for all the
switching segments, which is then summed up to compute
the total chip dynamic power. However, this method does
not consider spatial correlation, which can lead to significant
errors and is the main issue to be addressed in this paper.

3. VARIATIONALMODELSFORPROCESS
PARAMETERS

Following the existing approaches, we also assume that
the process variations of L and Tox follow multivariate nor-
mal distributions [20], and both of them include inter-die
and intra-die components. Since Tox is in vertical layout
feature dimension, and is caused by chemical mechanical
polishing processes, it only depends on local layout density
and has no spatial correlation [16]. Therefore, we focus on
the spatial correlation of L. In general, the number of pro-
cess parameters that exhibit spatial correlation can be more
than one, and it is understood that this is not a limitation
of our approach.

The spatial correlation used in this paper is given by the
following empirical exponential model [22].

ρ(d) = e−d2/η2 , (2)

where d is the distance between two grid centers and η is
called the correlation length. Large η means the spatial cor-
relation is strong, vice versa. The spatial correlation can
be captured by the spatial covariance matrix Ωn,n, where n
is the number of gates on chip. The elements in Ωn,n are
modeled as (2), which are only related to d. Dealing with s-
patial correlation leads to quadratic computations as all the
correlated variables are enumerated pairwise for accurate
variance estimation.

Spatial correlation makes the statistical computation to
be quadratic as every pair of gates has to be considered



to accurately estimate statistical information such as vari-
ance. To mitigate this problem, some approaches have been
proposed in the past. One way is to partition the circuit
into many grids where all correlated variables in a grid will
be represented by one grid variable [3]. Another way is by
means of the variable reduction technique (by principal com-
ponent analysis) [19]. The limitation is that both methods
achieve linear time complexity in terms of gates only in case
of strong spatial correlation. In this paper, we use virtual
grid based spatial correlation modeling technique. It work-
s for both weak and strong correlations for achieving linear
time complexity for statistical information computation (see
more on Subsection 4.2).

In addition to the variations in L and Tox, we also have
the variations of glitch width due to the delay variations
obtained during the propagation along signal paths. Specif-
ically, for a switching segment defined by the two transi-
tions (t1, σt1) and (t2, σt2) propagating through a gate or
wire, glitch width is assumed to be of normal distribution
with mean μw and standard deviation σw: μw = t2 − t1,
σw =

√
σ2t1 + σ2t2 . In summary, in our variational model,

we consider three variation sources: channel length L, oxide
thickness Tox, glitch width Wg.

4. THE NEW STATISTICAL DYNAMIC
POWER ESTIMATION METHOD

4.1 Flow of the proposed analysis method
In this section, we present the new full-chip statistical dy-

namic power analysis method. The new approach follows
the segment-based power estimation method [7]. The new
algorithm propagates the triplet switching events from pri-
mary input to the output. Then it computes the statistical
dynamic power at each node based on orthogonal polyno-
mials and virtual grid-based variables for channel length to
deal with spatial correlation. We first present the overall
flow of the proposed method in Fig. 3, and then highlight
the major computing steps later.

Algorithm: New full-chip dynamic power estima-

tion algorithm.

Input: standard cell lib, netlist, placement information
of design, standard deviation of L and Tox.
Output: analytical expression of the full-chip dynamic
power in terms of Hermite polynomials.

1. Build the dynamic power look-up table for each
kind of gate Pdyn = f(L, Tox,Wg, Cl) under differ-
ent sets of the four parameters using SPICE simu-
lation.

2. Build the sub look-up table for the coefficients of
Hermite polynomial of dynamic power for each type
of gate under different sets of Wg and Cl using the
look-up table Pdyn = f(L, Tox,Wg, Cl).

3. Propagate the transition waveforms from primary
inputs to the primary outputs based on segment-
based analysis method.

4. Get the coefficients of Hermite polynomials for each
gate from the sub look-up table and compute the
dynamic power for each gate using (13).

5. Calculate the analytical expression of the full-chip
dynamic power by simple polynomial additions and
calculate mean value, standard deviation, PDF and
CDF of the dynamic power if required.

Figure 3: The flow of proposed algorithm.

4.2 Virtual gridbased spatial correlationmod-
eling

The new modeling method is based on the observation
that the spatial variation in dynamic power of a gate only
correlates to its neighboring gates. If we can introduce a new
set of uncorrelated variables which can catch the localized
correlation, computing the dynamic power of one gate can be
done in a constant time by only considering its neighboring
gates. Hence total full-chip statistical dynamic power can
then be computed by simply adding all dynamic powers at
gate-level together in terms of the new set of variables in
linear time. The idea is similar to the PCA-based approach
but with different set of new independent variables.

Specifically, the chip area is still divided into a set of grid
cells. In our case, the grid can be very small so that every
grid can even contain one gate. Then we introduce a “virtu-
al” random variable for each grid for one source of process
variation.

These virtual random variables are independent and will
be the basis for statistical dynamic power calculation that
concerns spatial correlation. Then we can express the orig-
inal physical random variable of a gate in a grid as a linear
combination of the virtual random variables of its own grid
as well as its nearby neighbors. Since each virtual random
variable is defined for each grid, which has specific location
in a chip, such location-dependent correlation model still re-
tains the important spatial physical meaning (compared to
PCA-based models). The grid can be rectangle or hexagonal
or other shapes. We use hexagonal grids [4] in this paper
since they have minimum anisotropy for 2-D space. And
the proposed approach can be applied to any shape-based
partition.

Here we define dc as the grid length. Gates located in
the same grid have strong correlation (larger than a given
threshold value ρhigh) and are assumed to have the same pa-
rameter variations. And “spatial correlation distance” dmax

is defined as the minimum distance beyond which the spa-
tial correlation between any two grids is sufficiently small
(or smaller than a given threshold value ρlow) so that we
can ignore it.

In this new model, the ith grid is associated with one
virtual random variable ξi ∼ N(0, 1), which is independent
of all other virtual random variables. ΔLintra,i can then be
expressed as its k closest neighboring grids. We introduce
the concept of correlation index neighbor set T (i) for grid i,
which defines a set of the indices of ξi and their coefficients
αi to model the spatial correlation of ΔLintra,i as

ΔLintra,i =
∑

q∈T (i)
αq · ξq. (3)

For example, if T (i) for each grid is defined as its closest k =
7 neighboring grids, then ΔL located at grid (xi, yi) can be
represented as a linear combination of seven virtual random
variables located in its neighbering set. The grid model are
shown in Fig. 4. Take ΔLintra,1 in Fig. 4 for instance, we
have ΔLintra,1 = α1ξ1 + α2ξ2 + . . .+ α7ξ7. This concept of
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Figure 4: Location-dependent modeling with the
T (i) of grid i defined as its seven neighboring cells.

correlation index helps to model the spatial correlation. Two



grids close to each other will share more common spatial
random variables, which means the correlation is strong.
On the other hand, two grids physically far away from each
other will share less or no common spatial random variables.

Since ρ(d) is only a function of distance, the number of
unique distance values between two correlated grids equal-
s the number of unique element values in ΩN,N . Take the
T (i) set we mentioned in Fig. 4 for example. There are only
three unique correlation distances d1 to d3. Correspond-
ingly, there are only three unique correlation coefficients in
ΩN,N , without including 0 for d ≥ dmax or σ2L,intra for dis-
tance within one grid.

Furthermore, the same correlation index can be used for
all grids and the coefficient αk should be the same for the
same distance because of the homogeneousness and isotropy
of spatial correlation. For the grid marked 1 in Fig. 4, we
only have two unique values among the seven coefficients,
i.e., we set β0 = α1, β1 = αi, i = 2, 3, . . . , 7. According
to (2), a nonlinear over-determined system can be built to
determine the two unique values of β0, β1 as follows,

β20 + 6β21 = σL,intraρ(0)

2β0β1 + 2β21 = σL,intraρ(d1)

2β21 = σL,intraρ(d2)

β21 = σL,intraρ(d3) (4)

In matrix form, we can rewrite (3) for whole chip as

ΔLintra = BN,N · 	ξ, (5)

where N is the number of grids, and 	ξ = [ξ1, ξ2, . . . , ξN ].
According to (3), the correlation index set contains only k
neighboring spatial random variables, which is a very small
fraction of the total spatial random variables. As a result,
BN,N is a sparse matrix. Every gate only relates to k random
variables, which has specific location information.

We remark that the new independent spatial correlation
model also works for medium and strong correlation cases,
which will be shown in the next section.

4.3 Computing gate powerbyorthogonal poly-
nomials

A random variable x(	ξ) with limited variance can be ap-
proximated by truncated Hermite PC expansion as follows [8]:

x(	ξ) =
∑Q

q=0
aqHq(	ξ), (6)

where 	ξ = [ξ1, ξ2, ..., ξz]. ξi ∼ N(0, 1), and are orthogonal

to each other. Hq(	ξ) is Hermite polynomial and aq is the
deterministic coefficient. For example, 2nd order Hermite
polynomial set includes

1, ξi, ξ
2
i − 1, ξiξj , (i �= j). (7)

aq can be determined by

aq =< x(	ξ), Hq(	ξ) > / < H
2
q (	ξ) >≈

∑
x(γl)Hq(γl)wl,

(8)
which is a multi-dimensional integration and can be ob-
tained by efficient Smolyak numerical quadrature method.
Where γl and wl are Smolyak quadrature abscissas (quadra-
ture points) and weights, respectively [15].

In our problem, x(	ξ) will be the dynamic power for each
gate, and eventually for the whole chip. For the jth gate,
which is in the ith grid, ΔLintra,j only relates to k inde-
pendent virtual random variables in T (i) from (3), and the

corresponding variable vector, 	ξg,j , is defined as

	ξg,j = [ξq, q ∈ T (i), ξox,i, ξL,inter, ξox,inter, ξWg], (9)

in which ξq, ξox,i, ξL,inter, ξox,inter and ξWg stand for the
independent variables of the intra-die variation of Leff in

the grid, the intra-die variation of Tox, the inter-die variation
of Leff , the inter-die variation of Tox and the glitch width

variation of Wg, respectively. The variable vector 	ξg,j only
includes z = k + 4 independent variables, where k is the
number of closest neighboring grids (See Subsection 4.2).

The dynamic power for one gate (under glitch width Wg

with variation and fixed load capacitance Cl) can be pre-
sented by Hermite polynomial expansion as

Pdyn,Wg ,Cl(
	ξg,j) =

∑Q

q=0
Pdyn,q,jHq(	ξg,j), (10)

Pdyn,q,j is then computed by the numerical Smolyak quadra-
ture method. In this paper, we use 2nd order Hermite poly-
nomials for statistical dynamic power analysis. The coeffi-
cient for qth Hermite polynomial at jth gate, Pdyn,q,j , can
be computed as the following:

Pdyn,q,j =
∑
Pdyn(	γl)Hq(	γl)wl/ < H

2
q (	ξg,j) >, (11)

where 	γl is Smolyak quadrature sample. From the dynamic
power look-up table Pdyn = f(L, Tox,Wg, Cl), we can in-
terpolate Pdyn(	γl), which is the dynamic power for every
Smolyak sampling point.

4.4 Acceleration by building the look-up table
Since we follow the segment-based power estimation method,

we have to characterize the powers from the SPICE simula-
tion with different set of parameters. The power of a gate is a
function of L and Tox as well as glitch widthWg and load ca-
pacitance Cl in the look-up table. Pdyn = f(L, Tox,Wg, Cl).
We then perform SPICE simulation on different sets of those
four parameters to get the accurate data and build the look-
up table.

On the other hand, we observe that the coefficients of
Hermite polynomials for dynamic power of one gate in (10),
(11) are only functions of the type of the gate, ρhigh and ρlow
(defined in Subsection 4.2) and Wg and Cl. Therefore, an-
other sub look-up table can be used to store the coefficients
of Hermite polynomials for each kind of gate instead of com-
puting the coefficients for each gate. The time complexity
reduces from the number of gates, O(n) to the number of
grids, O(N). Fig. 5 shows the flow of sub look-up table
construction.

Algorithm: Build sub Look-up Table

Input: standard cell lib, ρhigh, ρlow, Wg, Cl,
Pdyn(L, Tox,Wg, Cl)
Output: look-up table for coefficients of Hermite poly-
nomials of Pdyn under fixed Cl and Wg for each type of
gate.

1. Load dynamic power look-up table Pdyn =
f(L, Tox,Wg, Cl) for each type of gate.

2. Calculate dmax/dc from ρhigh and ρlow to deter-
mine the neighboring set. And then solve (4) to
determine coefficients in (3).

3. Generate Smolyak quadrature points set with cor-
responding weights.

4. Calculate the coefficients of Hermite polynomials
of dynamic power Pdyn under fixed Cl and Wg for
each type of gate in library.

Figure 5: The flow of building the sub look-up table.

4.5 Statistical gate power with glitch width
variation

To compute the statistical gate power expression consid-
ering the glitch width variations, we need to compute the



probability of each switching segment assuming that they
follow the normal distribution

Pr(w = wi) =
1

σw
√

2π
exp

(
− (wi − μw)2

2σ2w

)
(12)

The Hermite polynomial coefficients for (10) under glitch
width wi and load capacitance Cl can be interpolated from
the sub look-up table. For a gate index j with the transition
waveform (p1, t1, σt1), (p2, t2, σt2), . . ., (pM , tM , σtM ), there
are M(M − 1)/2 segments. The resulting statistic power
is the probabilistic addition of power from each segments
(their Hermite polynomial expressions):

Pdyn,Cl(
	ξg,k) =

M−1∑
i=1

M∑
j=i+1

Pr(i, j)× Pdyn,Cl(
	ξg,k, i, j) (13)

in which Pdyn,Cl(
	ξg,k, i, j) is the dynamic power of gate k

caused by the switching segment between transitions Ei and
Ej . Pr(i, j) is the probability that the switching segment
(Ei, Ej) occurs only if there are transitions at both Ei and
Ej , and there are no transitions between Ei and Ej .

Pr(i, j) = pi × pj ×
j−1∏

k=i+1

(1− pk) (14)

In the following, we write Pdyn,Cl(
	ξg,k) as Pdyn(	ξg,k) without

confusion.

4.6 Computation of full-chip dynamic power
The dynamic power for each gate are calculated using (13).

To compute the full-chip dynamic power, we also need to
transfer the local coefficients to corresponding global posi-
tions first. Then we can proceed to compute the dynamic
power for the whole chip as follows,

P total
dyn (	ξ) =

∑n

j=1
Pdyn(	ξg,j). (15)

The summation is done for each coefficient of global Her-
mite polynomials to obtain the analytic expression of the

final dynamic power in terms of 	ξ. We can then obtain the
mean value, variance, PDF and CDF of full-chip dynamic
power very easily. For instance, the mean value and variance
for the full-chip dynamic power are

μtotal = Pdyn,0th, (16)

σ2total =
∑
P 2
dyn,1st + 2

∑
P 2
dyn,2nd,type1

+
∑
P 2
dyn,2nd,type2, (17)

where Pdyn,ith is the power coefficient for ith Hermite poly-
nomial of second order defined in (7).

5. EXPERIMENTAL RESULTS
We implemented the proposed method and the segment-

based analysis [7] in C++ and Matlab V7.8. All the exper-
imental results are carried out in a Linux system with quad
Intel Xeon CPUs with 3GHz and 16GB memory. The new
method was tested on circuits in the ISCAS’89 benchmark
set. The circuits were synthesized with Nangate Open Cell
Library under 45nm technology and the placement is from
UCLA/Umich Capo [18]. For comparison purposes, we per-
formed Monte Carlo (MC) simulations (10,000 runs) consid-
ering spatial correlation, the method in [7] and the proposed
method on the benchmark circuits. In our Monte-Carlo im-
plementation, similar to [7], we do not run the SPICE on
the original circuits as it is too much time consuming for
ordinary computer. Instead we compute the results via in-
terpolation from the characterization data computed from
SPICE runs. The 3σ range of L and Tox is set as 20%,
of which inter-die variations constitute 20% and intra-die

variations, 80%. L, Tox are modeled as Gaussian random
variables. L is modeled as sum of spatial correlated sources
of variations based on (2). Tox is modeled as an indepen-
dent source of spatial variation. The same framework can
be easily extended to include other parameters of variations.

The characterization data for each type of gate in stan-
dard cell library is collected using HSPICE simulation. For
each type of gate, we perform repeat simulation on sampling
points in the 3σ range of L, Tox and input glitch width Wg

for several different load capacitances to obtain the gate dy-
namic powers and gate delays. The table of characterization
data will be used to interpolate the value of dynamic power
for each type of gate with different process parameters. We
use 21 sample points for glitch width, from 50ps to 150ps.

In transition waveform computation, the gate delays are
obtained through the table of characterization data and the
input signal probabilities are 0.5, with switching probabili-
ties of 0.75. The test cases are given in Table 1 (all length
units in μm). In the first column, s and w stands for strong
and weak spatial correlations, respectively.

Table 1: Summary of benchmark circuits.
Testcase Gate # Grid # Area

s1196 (s) 529 27 95×90
s1196 (w) 529 294 95×90
s5378 (s) 2779 93 209.5×198
s5378 (w) 2779 1300 209.5×198
s9234 (s) 5597 161 278.5×270
s9234 (w) 5597 2358 278.5×270

The comparison results of mean value and standard devia-
tions of full-chip dynamic power are shown in Table 2, where
MC Co represent Monte Carlo considering spatial correla-
tion, and New is the proposed method. The method in [7]
can not consider spatial correlation as it assumed that the
power for the gates are independent gaussian random vari-
ables. In implementation of [7], we assume the same varia-
tion for Leff and Tox but without spatial correlations. The
average errors for mean and standard deviation (σ) values
of the New technique are 1.49% and 6.54% compared to MC
Co, respectively. While for the method in [7], the average
errors for mean value and σ are 3.04% and 96.97%, respec-
tively. As a result, without considering spatial correlations
can lead to significant errors. Further more, from the com-
parison between mean and standard deviation of MC Co,
the average std/mean is 7.21% which means spatial corre-
lation in process parameter has significant impact on the
distribution of dynamic power. The results in Table 2 al-
so show that our method can handle both strong and weak
spatial correlations by adjusting grid size.

Table 3: CPU time comparison.
Test CPU time (s) Speedup Over
Case MC Co [7] New MC Co [7]

s1196 (s) 1261 12 0.30 4242 42
s1196 (w) 1225 13 0.33 3743 40
s5378 (s) 7037 74 1.19 5927 62
s5378 (w) 6859 73 1.41 4874 52
s9234 (s) 14805 151 2.11 7026 71
s9234 (w) 13978 151 2.84 4927 53

Table 3 compares the CPU times of three methods, which
shows that the New method is much faster than the method
in [7] and MC simulation. On average, the proposed tech-
nique has about 53X speedup over [7] and 5123X speedup
over the MC method. In [7], the dynamic power of each
gate needed to be interpolated from the look-up table due
to different L, Tox and glitch width value variations, the
complexity is a linear function of the number of gates O(n),
however, in New algorithm, only the coefficients of Hermite
polynomials for each type of gate are needed to compute and



Table 2: Statistical dynamic power analysis accuracy comparison against Monte Carlo.
Test Grid Mean Value (mW) Errors Standard Deviation (mW) Errors
Case # MC Co [7] New [7] New MC Co [7] New [7] New

s1196 (s) 27 1.14 1.19 1.14 3.82% 0.49% 0.0912 0.00394 0.0845 95.68% 7.33%
s1196 (w) 294 1.14 1.19 1.14 3.98% 0.41% 0.0671 0.00395 0.0645 94.11% 3.94%
s5378 (s) 93 6.09 6.24 5.98 2.46% 1.85% 0.470 0.00877 0.435 98.13% 7.61%
s5378 (w) 1300 6.09 6.23 5.98 2.29% 1.85% 0.436 0.00891 0.412 97.96% 5.68%
s9234 (s) 161 12.8 13.2 12.5 2.94% 2.31% 0.964 0.0185 0.882 98.08% 8.52%
s9234 (w) 2358 12.8 13.1 12.5 2.78% 2.14% 0.894 0.0191 0.839 97.87% 6.14%

the overall complexity is a linear function of the number of
grids O(N).

6. CONCLUSION
In this paper, we have proposed a new statistical dynamic

power estimation method considering the spatial correlation
in the presence of process variation. The new method con-
siders the variational impacts of channel length on gate dy-
namic powers. To consider the spatial correlation, we adopt
a newly proposed spatial correlation model where a new set
of uncorrelated variables are defined over virtual grids to
represent the original physical random variables by least-
square fitting. To compute the statistical dynamic pow-
er of a gate on the new set of variables, the new method
applies the flexible orthogonal polynomials based method,
which can be applied to any gate models. We adopted the
segment-based statistical power method to consider the im-
pacts of glitch width variations on dynamic power. The to-
tal full chip dynamic power expressions are then computed
by summing up the resulting orthogonal polynomials (their
coefficients) on the new set of variables for all gates. Exper-
imental results on ISCAS’89 benchmark with 45nm technol-
ogy show that the proposed method has about 53X speedup
over recently proposed segment-based statistical power esti-
mation method [7] and many orders of magnitudes over the
Monte Carlo method.
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